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Abstract

A new novel technique of localisation and correction of non-word error is described. The technique
works in two stages. The first stage takes care of phonetic similarity error. For that the phonetically
similar characters are mapped into single units of character code. A new dictionary D, is constructed
with this reduced set of alphabet. A phonetically similar but wrongly spelt word can be easily
corrected using this dictionary. The second stage takes care of errors other than phonetic similarity.
Here wrongly spelt word S of n characters is searched in the dictionary D.. If Sisanon-word, its first
ki € n characters will match with a valid word in D.. (if k; = n then the word in D, must be longer
than n). A reversed word dictionary D, is also generated where the characters of the word are
maintained in areversed order. If the last k, characters of S match with aword in D, then, for single
error, it is located within the intersection region of first k; + 1 and last k, +1 characters of S. We
observed that this region is very small compared to word length for most cases and the number of
suggested correct words can be drastically reduced using this information. We have used our
approach in correcting Banglatext, where the problem of inflection is cleverly tackled.



1. I ntroduction

The prablem of detecting error in words and automatically correcting them is a great research
challenge. Its solution has enormous application potentials in text and code editing, computer aided
authoring, optical character recognition (OCR), machine trandation (MT), natural language
processing (NLP), database retrieval and information retrieval interface, speech recognition, text to
speech and speech to text conversion, communication system for the disabled (e.g. blind and deaf),
computer aided tutoring and language learning, desktop publication and pen-based computer
interface.

The word-error can belong to one of the two distinct categories, namely, nonword error and
real-word error. Let a string of characters separated by spaces or punctuation marks be called a
candidate string. A candidate string is avalid word if it has a meaning. Elsg, it is a nonword. By rea
word error we mean a valid but not the intended word in the sentence, thus making the sentence
syntactically or semantically ill-formed or incorrect. In both cases the problem is to detect the
erroneous word and either suggest correct alternatives or automatically replace it by the appropriate
word.

There are several issues to be addressed in the error correction problem. The first issue
concerns the error patterns generated by different text generating media such as typewriter and
computer keyboard, typesetting and machine printing, OCR system, speech recognizer output, and of
course, handwriting. Usually, the error pattern of one media does not match with that of the other.
The error pattern issue of each media concerns the relative abundance of insertion, deletion,
substitution and transposition error, run-on and split word error, single versus multiple character
error, word length effect, positional bias, character shape effect, phonetic similarity effect, heuristic
tendencies etc. The knowledge about error pattern is necessary to model an efficient spell checker.

Another important issue is the computerized dictionary which concerns the size of the
dictionary, the problem of inflection and creative morphology, the dictionary file structure, dictionary
partitioning, word access techniques and so on. Dictionary look up is one of the two principal ways of
spelling error detection and correction. The other approach, popularly used in OCR problems, is the
N-gram approach. Construction of appropriate N-gram from raw text datais an important issue in this
approach.

The detection of real word error needs higher level knowledge compared to the detection of
nonword error. In fact, detection of real word error is a problem that needs NLP tools to solve. Quite
often, it is not possible to separate the problem of real error detection from that of correction.

Even for nonword errors, correction is a nontrivial task. Several approaches based on
minimum edit distance, similarity key, rules, N-grams, probability and neural nets are proposed to
accomplish the task [1-8, 13, 14]. Of these, minimum edit distance based approaches are the most
popular ones. The minimum edit distance is the minimum number of editing operations (insertions,
deletions and substitutions) required to transform one text string into another. The distance is also
referred to as Damerau-Levenshtein distance after the pioneers who proposed it for text error
correction [4, 8]. In its original form, minimum edit distance algorithms require m comparisons
between misspelled string and the dictionary of mwords. After comparison, the words with minimum
edit distance are chosen as correct alternatives. To improve the speed, a reverse minimum edit
distance is used where a candidate set of words is produced by first generating every possible single-
error permutation of the misspelled string and then checking the dictionary if any make up valid
word. For abrief description of other methods, see [7].

Irrespective of the technique used, one of the aims of a spell-checker isto provide a small set
of correct alternatives for an erroneous string which includes the intended word. If the number of



correct alternatives becomes one then the correction can be done automatically. Even if the number is
small, it is manually convenient to choose the intended word form this small subset.

The set of correct alternatives can be drastically reduced if the error detection algorithm can
pinpoint the position and nature of error (substitution or deletion etc.) occurred in the misspelled
string. Consider the case of single position error. Suppose the error detection algorithm could find
that the error has occurred at the k-th character position of a string. Suppose it could also find that
the error is a substitution type. Then we accept only those valid words formed by replacing k-th
character of the string by other characters. Thus, the correct alternatives are smaller in number than
those obtained by considering substitutions at every character position of the string. Moreover, the
generation of asmaller number of correct alternatives can be made much faster.

In this paper we propose a technique of error detection that can pinpoint the error position in
a big majority of cases and thus reduce the number of correct alternatives to a large extent. The
approach is based on matching the string in the normal as well as a reversed dictionary the concept of
which is elaborated below. To the best of our knowledge no other work reported the detection of
error position and error type in a misspelled string. From this standpoint our effort is a pioneering
one.

To make the system more powerful, this approach is combined with a phonetic similarity key
based approach where phonetically similar characters are mapped into a single symbol and a nearly-
phonetic dictionary is formed. Using this dictionary, the phonetic errors can be easily detected and
corrected.

Our technique described here is devel oped for Bangla language but it can be applied to other
Indian languages as well. This paper is organized as follows: In Section 2 we report our survey on the
error pattern analysis of Bangla written corpus. It is noted that a major source of nonword error is due
to phonetically similar characters. In Section 3 an approach of phonetic similarity error correction is
described. The reversed-word dictionary based correction scheme is described is Section 4.

2. Nonword error pattern in Bangla corpus

Here we shall present only error pattern of hand-written and machine printed text since our aim isto
make a spell-checker for general use. We have also collected errors in the Bangla OCR system
developed by us. The analysis of error pattern and its applications in improving the OCR performance
will be discussed elsewhere. Since no speech recognition system on Bangla is available, no error
pattern study of such system is reported.

At first, the hand-written text error pattern is considered here. To collect sufficient amount of
data, we have surveyed different schools and colleges and collected samples of answer scripts of
students at various levels of study like Secondary, Higher Secondary and Undergraduate. We have
gone through 10,315 scripts collected at random from different schools and colleges in West Bengal.
For studying phonetic spelling error, we have also collected samples of dictated notes given to
individuals at various levels like students, office clerks, teachers and others. Notes have been dictated
from different topics chosen from juvenile texts, stories and novels, books of science, geography,
history etc. and of course, from newspapers. In this way, text containing 1,51,62,317 words was
collected for our analysis.

Every document was carefully scrutinized and the misspelled words were manually collected
and stored. Due to lack of conformity with valid words, we have rejected the words of length not
greater than four but having more than two errors and the words of length greater than four but
having more than three errors. We have also rejected illegible words in the written text.



We have found that 1,24,431 words out of 1,51,62,317 words obtained from written texts
(answer-scripts and dictated notes) are misspelled or illegible. A major part of them containing
1,08,924 words (87.5% of total number of errors) fall in the category of non-word errors. Thisreveals
that in Bangla about 0.82% error occurs in written text, i.e. on an average, one error is found to occur
in every 122 words of written text for persons of higher secondary and college levels.

For correct spelling of every word we have referred to the Samsad Bangla Abhidhan by
Sailendranath Biswas. Form the available data all the misspelled words are classified into word level
and sentence level error classes. Finally, the error patterns are formed at the character level.

According to Damerau, non-word errors can be classified into four major types. They are
substitution error, deletion error, insertion error, and transposition error. The percentage of different
types of spelling error in Banglaisgivenin Table 1.

Most of the misspellings take place by dlips or omissions, like dips of matras (matra or
shirorekha is a horizontal line present at the upper part of many Bangla characters) or partial or
complete omission of vowel diacritical markers or some part of the diacritical markers. Wrong use of
vowel diacritical markersis also noticed. Wrong uses of characters, which are phonetically similar to
the correct ones, have also been observed. In the case of compound consonants (called yuktAksar in
Bangla), mistakes takes place are due to ignorance. We have observed a great deal of confusion in the
uses of long and short vowels. Aspirated and unaspirated consonants are also noted to be confounded.
A great dea of confusion has also been seen to occur in the use of dental and cerebral nasal
consonant. In Bangla cerebral nasal consonant has lost its actual pronunciation, and therefore, thereis
hardly any difference between the pronunciation of dental and cerebral nasal consonants As a result
there is a chance of committing mistakes if proper spelling rules are not remembered. Similar
confusion is seen in the case of three sibilant sounds in Bangla (palatal, dental and cerebral).
Utterance of these characters are hardly differentiable. Our observation also reveals that the three trill
consonants (liquid r, cerebral R and aspirate Rh ) are well confounded. From our observation it is
clear that most of the misspellings are due to

(i) phonetic similarity of Bangla characters,
(ii) the difference between the graphemic representation and phonetic utterances, and
(iii) lack of proper knowledge of spelling rules.

The details of error pattern analysisis provided in [15].

Coallection of machine generated corpus was a problem since Bangla typewriters are rarely
used (they are occasionally used in the preparation of judicial deeds and circulars in some courts of
law and in government offices). On the other hand, Bangla fonts are available in DTP software but
most of them are not compatible with ISCIl format. So, samples for typographic error have been
collected from typed materials through computer keyboard by our workers. Samples are collected
from two types of text entry modes through computer keyboard, namely, transcript text typing and
dictational text typing. The work was by typists with different levels of efficiency namely, skilled,
semi-skilled and novice. All these data are generated at CVPR unit of 1SI, Kolkata. The computers
(PCs) which we have used for this purpose are equipped with a specia hardware device, the GIST
transcript Card, creating Indian language environment.

We have collected 3,64,698 words from transcription text typing and 11,025 words from
dictational text typing. Out of atotal of 3,75,723 words, 5335 words from are found misspelled, i.e.
about 1.42% of the collected typographic words are misspelled. This reveals that the average typing
speed and in the GIST environment, on an average one error occurs in every 70 typed Bangla words.
This error rate is rather higher than that found in hand-written text. A possible reason for this high
error rate is the extra effort the typist should exert in typing Bangla over an English keyboard. He has



to remember the map table of the English keyboard layout for Bangla scripts. Also, more than ore
key stroke is needed for some Bangla basic charaders, and for all compoundcharaders. Furthermore,
errors are committed urintentionally due to some GIST card problems.

During compil ation, we rejeded the words with more than three erors due to ladk of their
conformity with the dictionary entries. Only 132 words are rejeded. Note that, we did nd consider
the trandliterated foreign words in ou study.

In typography most of the arors are seen to occur at word level and they are mostly nonword
errors. In some caes, sentence level errors sich as real-word errors, grammatical errors, run on
errors, split word errors etc. are dso observed.

Most nonword erros are caused by the acdédental dip of fingers on the keys which are
neighbous of the intended key. Also deletionis en to occur when the intended key is not properly
hit. Acddental insertion o charaders and transposition o two adjacent charaders are dso naed. In
most cases the arors occurs by the charaders of neighbouing keys.

In some caes, doubing of characters have been naiced. This type of errors which fall in the
caegory of insertion type of errors resulted from simultaneous hitting of two adjacent keys, ore of
which is the intended key. Run onerrors result when the 'spacebar' is not properly hit at the end o a
word. Split word error isjust the reverse cae of run onerror.

In addition to the &ove types of errors, some purctuation errors like missng stops
(purnacded), replacement of one purctuation mark by the other, incomplete quaation marks etc. are
foundin ou colleded data.

Similar to Bangla hand written misgellings, it has been naed that in Bangla typographic
misdlli ngs, substitution accurs most frequently. Also, commitment of deletion and transpasition is
naticedle while occurrence of insertion is remarkably high due to misplaced halant in compound
charaders or due to GIST problems. The Table 2 shows the occurrence of four major types of
norword errors. Again, detail ed analysis of error pattern can be foundin [15].

3. Phonetically similar character error correction

There ae several vowels and consonants that are phoreticadly similar in Banglalanguage. They are: i
L RRh,jiy,n N, S: s: s etc. Our approach is to represent ead pair or triplet of these
charaders by single mdes. Using this coding we can convert a dictionary into a northomophonos
one. Ead entry in this modified dctionary D, is attached with its correspondng valid wordforms.
There may be two o more homophonos valid words for some antries, although the number of such
wordsis gnall. Thusin D a representation bAni will correspondto two valid words bANI and bAni.
For a string of charaders Sto be spell-chedked, it is correded into its coded version as above and
seached in D.. If there is no match in D, then Sis a wrong word and steps described in Sedion 4
shoud be followed to corred it. If there is a match then its correspondng valid words are cmpared
for spelling. If a valid word matches then S is a crred word. Otherwise, S is a wrong word.
However, its corredion candidates are only those for which there is a match in phoretic
representation. So, the dgorithm gives out those words as lution candidates.

For example, suppase we encourtered a string bAnl and wish to ched it if it isavalid word.
By phoretic similarity coded ndation it can be mnverted into bAni. In D, there is a match of bAni.
Now its correspondng valid words are bANI and bAni, nore of which match with bAnl. So ou
candidate bAnl is awrong word. But the suggested correded word is either bANI or bAni.

4, Reversed word dictionary and error correction



4.1  Reversed word dictionary

For a valid word, its reversed word is a string of charadersin reversed sequence Thus, the reversed
version d the words 'read' and 'copy' are the strings 'dae’ and 'ypoc', respedively where the first
charaaer of the word goes to the last pasition, the second charader occupies the last but one position
and so on.ln genera, the reversed word of aword W= XXz ... % iSW = XiXi.1 ... XeX1.

In areversed word dctionary D,, the reversed version d al dictionary words are maintained.
For quick accessor retrieval, the words can be dphabeticdly ordered, partitioned in terms of word
length and maintained in indexed flat file or in trie structure. The dictionary structure for our purpose
can be indexed o trie depending on the system capability. We have used trie structure for our
purpose, becaise it is computationally faster to access

The purpose of reversed word dctionary is to look for match of a string S badkwords from
the last charader. We shall show that search in conventional dictionary D, as well as reversed word
dictionary together helps in finding the aror position in S as well as in creaing a small subset of
corredion candidate words which indeed contains the intended word.

Note that both forward and reversed word dctionary can be prepared using phoretic
aphabet, as discussed in Sedion 3. This helps us in tadkling phoreticdly similar charader
substitution error automaticaly.

4.2 Error detection and position finding

Here our aim isto deted the aroneous word and also to find the pasition in the word where the aror
has occurred. To start with, we have the following assumptions. Later on, we shall examine how
much relaxation d the assumption No.1 can be tadkled by our method.

Asamption 1 There can be only single aror in the word which is one anong insertion, cletion,
substitution and transpositi on.

Asamption 2 The mrred word is available in bath the dictionary (conventional and reversed
word) files.

We trea the cae of insertion and transpositi on separately from the deletion and substitution.
If the eror is caused due to insertion (transposition), the crrea word is deleted (transposed) string.
If there ae n charaders in a misgelled word, we can make n different strings by deleting one
charader at atime. Similarly, n -1 strings can be generated by transpaosing one pair of neighbouing
charaders. These 2n -1 strings may be dedked in the conventional dictionary and the strings that are
valid words are included in the candidate set of corred words. The number of these words is not
large, since for n = 6 (which is more than average wordlength in many languages) 2n -1 is a small
number.

However, string generation in this way to consider deletion and substitution is not
emnamicd unlessn = 1, 2 kecaise for an alphabet size of N charaders, 2nN strings may be
generated. A large number of these strings may be valid words, thereby increasing the number of
candidate set of corred words to a large extent. Here we propose an alternative gproach guided by
conventional and reversed word dctionaries © that the candidate set is substantially reduced,
espedally for large n. Moreover, we shall show that our approach can find, with reasonable acaragy,
the positionin the string where the aror has occurred.



Consider, and erroneous gring S of n charaders. Suppae we try to match the string in
conventional dictionary D, and ched the dictionary word that matches at maximum number of
charader positions, say k; in a sequence starting from left. For example, let the a@roneous gring be
forvune' where the earor has occurred at 4-th pasition and the @rred word is ‘fortune’. In the
dictionary, there ae several words with 'for...", but noword with 'forv.... Thus, here k; = 3.

Note that since the aror is a single substitution a deletion the wrred word will li e in the
dictionary words of n and n + 1 charaders. While seaching in D. and D,, we look only for words of
lengthnandn + 1, uressotherwise stated.

Now, the foll owing propgsitionis true for any erroneous gring S.

Proposition 1: If for an erroneous 4ring Sthe longest substring match in conventional dictionary D,
occursfor the first k; charaders then the eror has occurred in the first k; +1 charader of S
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Fig. 1. Error locdization by conventional and
reverse dictionary.
(@) Error locdization by conventional dictionary.
(b) Error locdization by reverse dictionary.
(c) Error locdizationwhen bah dictionaries are
used.

For an illustration d the propasition, see Fig.1(a). To prove the propasition, let it be false,
i.e. let the aror be not in the first k; + 1 charaders. Since the first k; + 1 charaders are aror-free
then we auld find at least one word in the dictionary, where the first k; + 1 charaders match with
those of the string S (ensured by the assumption 2whereby the corred word isin the dictionary). This

is a aontradiction, since the longest dictionary match occured for the first k; charaders and nd for k;
+ 1 charaders.

If we use reversed word dctionary D, for finding the longest match, then we can find, say the
last k, charaders matching with those of S and the aror must have occurred within last k, +1



characters of S. The argument about this fact is in the same line as that of proposition 1. See also Fig.
1(b). We may consider the above inference as reversed dictionary version of proposition 1.

Thus proposition 1 gives an idea of where the error has occurred in S. If ky = 0i.e. if thereis
no valid word in the conventional dictionary whose first character is the same as that of S then the
error has occurred at (in case of substitution error) or before (in case of deletion error) the first
character - a perfect positioning of the error. To find correction candidate words we use the reversed
word dictionary and look for words whose tail end match with the character string of S excepting the
first character (which takes care of substitution error) and if possible, including the first character
(which takes care of deletion error). The set of candidate words is small if nisreasonably large say, n

=3.

If k, =0i.e. thereis no word whose last character matches with that of S then too we know
that the error occurred at or after the last character of S. The other characters of Sare correct and we
can use them as key for selecting the correction candidate words, from the conventional dictionary.

The above approach is effective, if k; or k; is small compared to n. We can use a rule of
thumb that if n - ky > 2 or n - k; > 2 then we use either conventional dictionary or reversed word
dictionary to find correction candidates. However, k; or k; may not be small, especially when the
error occurs at the middle position of the word. To take care of the situation we use the following
stronger proposition.

Proposition 2: If an erroneous string S the largest match in conventional dictionary occurs for the
first k; characters and the longest match in the reversed word dictionary occurs for the last k,
characters, then the error has occurred at the intersection of the first k; + 1 and the last k, + 1
charactersof S.

For anillustration, see Fig. 1. To prove the proposition we note that if the error is outside the
intersection region then we could get a longer match either in conventional dictionary or in the
reversed word dictionary, which is a contradiction.

Proposition 2 allows us to pinpoint the error in Sto alarge extent. To get an estimate about
the width of the intersection region, say S, we made a simulation study on conventional dictionary of
55,000 words and its reversed word version. About one hundred words were randomly chosen.
Deletion and substitution error were generated at all positions of them, making about 30,000
erroneous strings. For each string S, its § was detected. It was found that cardinality of S is one
character (perfect pinpointing) in 41.36% cases, two characters in 32.96% cases, three characters in
16.58% cases. See Table 3.

Proposition 3: If | § | = 1 the error occurred at S must be due to substitution.

To prove proposition 3 we note that here we are dealing with substitution and deletion error
(transposition and insertion error is aready taken care of) and the error occurs at one position only.

Now if a deletion error has occurred then the deleted character must have been immediately
to the left or to the right of S. If the deleted character was to the right of S, then § is not erroneous
and starting from the left of Swe could get a match for the substring upto and including S in the
conventional dictionary. Thisis a contradiction and hence the error cannot be due to deleted character
to the right of S. Similar argument holds about deletion to the left of S. Therefore, the error is due to
substitution only.

Thus according to proposition 3 we can not only pinpoint the error position in some cases, we
can also discover the type of error occurred in those cases.



On the other hand, if | § | = 2 the error may have occurred at the one of the two characters of
S (substitution) or in between the two character (deletion). In generdl, if | S | = mthe error may have
occurred at one of the m characters of S (substitution) or at one of the m -1 positions between
neighbouring characters of S (deletion). Note that in the worst case | S|=n+ 2 isaso possible.

4.3. Error Correction

Theregion of Sexcluding S is error-free. Let the error free region to the left and right of S be S and
S, respectively (see Fig. 1(c)). Now, we can search in the dictionary for the words which matches
with § at the beginning and with S at the end. This candidate set must contain the correct word. If §
is short compared to S (in number of characters) then the candidate set will also be small in number.

Note that this approach can take care of multiple errors occurred within S region if the
condition of checking only words having length n and n + 1 is relaxed. However, it cannot work if
one of the errors occursin S or S regions and the other occursin S .

If S islarge then adifferent approach may be used to contain the size of candidate set. This
approach isinvoked if | § | > W/20. In the above condition, we take the first (h/2[0= m characters of S
and find the set W, of al valid words in the dictionary whose first m characters match with them. We
also take the last n - m characters of S and find the set W, of all valid words in the reversed word
dictionary whose last n - m characters match with them. Union of these two sets of valid words is the
candidate set which contains the (intended) correct word. This is certainly so because if the error has
occurred in the last half of Sthen the correct words belongs to W;. If the error isin the first half, then
the correct word belongs to W,. Note that either W, or W, but not both can be null subsets. Table 3
presents the results of error localization study

The candidate set generated in this way can take care of multiple errors occurred either in the
first mor last n - m positions of Sprovided we do not put any wordlength constraint during dictionary
search. However, it cannot take care of the situation where one error occurs in the first m and other
error occurs in the last m characters.

The algorithmic procedure of this approach is as follows. The string S is searched in the
conventional dictionary and if a perfect match is not found then S is declared as erroneous. The
longest substring match is detected and thus K; is known.

Generation of suggested words for correction is more difficult. For single error situation, we
know that error has occurred in the first K; + 1 characters. Now, using the reversed word dictionary
we find K, and subsequently compute S. The error residesin S region only.

At first, we take care of insertion and transposition error. We create strings by deleting one
character at atimefrom § portion of S. The number of strings generated in thisway is| S | and each
of them has length | S| - 1. These strings are searched in the conventional dictionary and if some of
them match with the dictionary word then they are accepted as the set of correction candidate words.
If an insertion error occurred then this set certainly contains the correct word. However, if the error is
of type other than insertion and if this set is not null (which is highly unlikely but not impossible)
then this set may not contain the intended word. Let this set of words be W,.

To take care of transposition, we transpose the neighbouring pair of characters and generate
strings. Thus, at most n - 1 strings of length | S | are formed. The strings are searched in the
conventional dictionary and those matching with valid words are accepted. Let this set of words be
W.. If the error is transposition the W, would contain the intended word. However, if the error is not
atransposition and if W. is non-null then it may not contain the intended word.



Now we consider the deletion and substitution errors. Note that if Sis a string with deletion
error then its correct version must be found among words of length | S| +1. Similarly, correct version
of asubstitution error must be aword of length | S|.

If Sissmal, say | S| < 3 then we adopt the following approach. Let | S| =2 and S = X;Xs.
Then we find all valid dictionary words of length 2 and 3 that either started with x; or ended with x..
Then this set must contain the intended word, if the error is either deletion or substitution. For | S| =3
let S= Xxy%%3. Then we find all valid dictionary words length 3 and 4 that (i) either started with xix,
(ii) or hasthe first character x; and x; (iii) or has last two character X, Xs.

In general, let W;s be the set of correction candidates obtained while considering the deletion
and insertion error. The size of W; (i.e. the number of words in W;) can be made smaller by doing
additional check that the error occurred at only one character position. Thus, if a correction candidate
word say S’ differ from Sat more than ore charader positionthe S"is not included in Ws. In thisway,
some candidates of length | S| + 1 are del eted.

If |S|>|S|thewe morrea Sacarding to Cases 1-3 described above.

Now, let She of large size, say | S|= 4.1f | S| < Y2 | S| then we find the Sand S and find the
candidates whose first charaders are § and last charaders are S and which satisfy the cnstraint that
the candidate S’ differ from Sin single position ory. If | S|<|S |2 Y2| S| then we partition Sinto
two segments S and S so that { | S} |- | St |} < 1. Candidates are generated whose first charaders
are S or last charaders are S'; and which satisfy the wnstraint that the candidate S" and S differ in
single position orly. Here too, seach is made anong words of length | S| and | S+ 1| only. The union
of Wi, W, and W; must contain the intended word if the eror is S has occurred in single paosition.

5. Banglatext error correction

Banglais an infledional language. A word in the text may contain rootword appended with suffixes
(with a probability of nealy 0.7). The distinct set of surface words may be 100 times those of
rootwords espedally for nours and verbs. Hence the dictionary size may be huge if all surfacewords
are maintained. Credion d new suffixed and aggl utinating words in this language is arelatively easy
task, and thus the dictionary can never be completed.

So, we compiled ou dictionaries with rootwords only. We maintained also several suffix
files, eadt file cntaining suffixes for a dassof words depending on their grammatica and semantic
category.

Consider now a candidate string S. If it is a valid word, then either it can be matched in D, |
which indicatesthat Sisarootword or part of Scan be matched in D, which indicatesthat Scan be an
infleded word. In the later case the rest of Sshoud be seached and matched in the gpropriate suffix
file. The phoreticaly similar charader error can be tackled in a manner described in Sedion 3.

Suppase Sis nat avalid word. If Scontains sngle eror then it has occurred at the suffix or
rootword part. Thus, if we have arootword match then the suffix lexicon is sached. If afailure is
reported, attempt is made to corred the suffix part. If no valid suffix exists with urit edit distance
then the wrreded version d Scould be arootword. Using D, and D, the list of possble wrredion
words are generated and their minimum edit distances are computed. Thase having unit distance ae
accepted as aternatives.



If S does nat match (fully) with the word in D, then at first alternatives are generated using
D.and D,. Those having unit distance ae acceted as aternatives. If nore is foundthen suffix match
is attempted, which must succeel if Scortains sngle eror. Now again corredion is attempted using
D.and D, ontherest of S.

Some discusdons on the suffix files are in arder. We have initialy divided them into two
main groups namely verb and nonverb files. Among nonverbs, nounand adjedive suffix files are
further distinguished. For nours, again case and noncase suffix (e.g. plurality, gender etc.) are
distinguished. Even, animate, inanimate, human, northuman dstinctions are made. Now, in the main
dictionary D, the parts-of-speed and aher information about the word as well as the suffix file it
shoud refer to, are maintained. Thus, when a part of S is matched in D, as valid roat word, the
pointers attached to the rootword padnts to the suffix files that shoud be searched for a suffix match
in S In thisway the seach can be spealed upand false grammaticd agreement between the rootword
and suffix can also be deteded. As a result, our spell-chedker ads omewhat like amorphdogicd
parser.

Note that the scheme stated above can deted any error and corred single eror acairately.
For multiple erors, corredion (i.e. preserving a set of aternative words that must contain the
intended error) may not always be possble. In case no alternative words can be suggested, ou
software returns 'no suggestion.

6. Discussion

We have implemented ou approach in PC under Windows-98 environment. The main dctionary of
abou 60,000roctwords are stored in the PC. To this another 100,000infleded words are alded.
These words occupy the top 100,000 pstions in the word-frequency count of a crpus of 3 milli on
words obtained from various ources. These 80,000words are maintained in a trie structure. The
resson d using 100,000 top-raking words is to avoid suffix seach as much as possble. Our
experienceisthat the system works fast if we use this £heme.

We have a1 ogtion d getting warning while entering the arpus. If an invalid charader is
typed at certain pasitions of aword, awarning is issued. For example, orly 90 compoundcharaders
(out of abou 280 can occupy the first position d a Bangla word. Also, noBangla word cortains a
charader repeaed thrice Similarly, many bigrams are impaossble in Bangla words. These and errors
like incomplete bradets, purctuation marks etc. are served with online warning.

For off-line word error detedion and corredion we foll owed the format of WORDSTAR. A
temporary dictionary is maintained where the user may enter words which are not in the main
dictionary. The temporary dictionary takes care of proper nours and spedalised terms. The program
asks for the parts-of-speed of such words sncein Bangla, they can also be infleded.

While running on a crpus of 250,000words we found that our system works with high
acairacy. The nonrword errors are dl corredly deteded bu the system makes abou 5% of false aror
detedion. They are mainly due to conjunct words formed due to euphory and assmilation as well as
proper noursin the corpus. We ae planning to take cae of euphory and assmilationin nea future.

Acknowledgement: The aithor wish to thank Mr. P. K. Kundu d Vidyasagar College, Kolkata and
Mr. N.S. Dash dof this department for providing the suffix list and for valuable discussons.
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Typeof error Per centage

Substitution error 66.32
Deletion error 21.88
Insertion error 6.53
Transposition error 5.27

Table 1: Percentage of varioustypes of error in Bangla

Typeof error Per centage
Substitution 66.90
Deletion 17.87
Insertion 9.60
Transposition 5.63

Table 2: Percentage of non-word error

Error zone length % of words
(inno. of characters)
1 41.36
2 32.94
3 16.58
4 7.10
5 1.78
6 0.24
Error located at either 90.77
end of error zone

Table 3: Results of error localization study



